ASTHMA doi: 10.21911/aai.2025.820
IMMUNOLOGY Asthma Allergy Immunol 2025;23:1-7
ASTIM
ALLERJi

MMUNOLO RESEARCH ARTICLE

Received: 30.04.2025 » Accepted: 23.07.2025
Online Published: 19.11.2025

Can Artificial Intelligence-Based Large Language Models
Provide Accurate and Reliable Information to Asthma
Patients? A Comparative Analysis with Expert Insights

Sevgi COLAK™? ®, Pamir CERCI®* ®, Betul DUMANOGLU* ®, Ozge CAN BOSTAN®

' Department of Internal Medicine, Division of Immunology and Allergy, Ankara University School of Medicine, Ankara, Tiirkiye
2 Department of Inmunology and Allergy, Ankara Etlik City Hospital, Ankara, Tiirkiye

3 Department of Internal Medicine, Division of Allergy and Immunology, Eskisehir City Hospital, Eskisehir, Turkiye

4 Department of Immunology and Allergy, Agr Training and Research Hospital, Agri, Tiirkiye

5 Department of Allergy and Immunology, Canakkale Mehmet Akif Ersoy State Hospital, Canakkale, Tiirkiye

Corresponding Author: Sevgi Colak < drsevgicolak@gmail.com

This work has been accepted for presentation at the Thematic Poster Session (TPS) at the EAACI Congress 2025, to be held in Glasgow, UK

ABSTRACT

Objective: Providing patients with accurate and reliable information significantly improves their quality of life and reduces the burden on
healthcare services. Recent advancements in artificial intelligence (AI), particularly Large Language Models (LLMs), offer opportunities
for enhanced patient education. This study aimed to compare an asthma patient information text generated by an LLM with one provided
by the Turkish National Society of Allergy and Clinical Immunology (TNSACI), as evaluated by specialized physicians.

Materials and Methods: Physicians with a minimum of five years of experience in Allergy and Immunology were recruited to assess
blinded versions of two asthma educational texts: one generated by Chat Generative Pre-trained Transformer (ChatGPT) and the other
sourced from TNSACT’s website. Participants evaluated the texts using a Likert scale, assessing accuracy, comprehensiveness, level of
detail, comprehensibility, consistency, reliability, and overall satisfaction. Additionally, readability scores were determined using the
Flesch-Kincaid formulas.

Results: A total of 21 physicians participated (mean age: 38.4 + 4.9 years; mean professional experience: 6.6 + 2.7 years). The ChatGPT
text contained 973 words with a readability score of 56.3 (10th-12th grade level), while the TNSACI text contained 1,603 words with
a readability score of 48.5 (college level). Likert scale evaluations showed no significant difference in accuracy, comprehensiveness,
consistency, or reliability between the two texts. However, the ChatGPT text was rated significantly higher for comprehensibility
(p=0.003) and was considered less overly detailed (p=0.001). Regarding overall preference, 57.1% of physicians favored the ChatGPT
text, 4.8% preferred the TNSACI text, and 38.1% rated them equally.

Conclusion: Specialist physicians found the ChatGPT-generated asthma information text to be more comprehensible and preferable.
These results suggest that Al-based educational content could enhance patient information materials and contribute to more effective
patient education.
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INTRODUCTION
vices while significantly improving patients’ quality of life.
Providing reliable and sufficient sources to patients The advancement of medical technologies and enhanced
seeking information about their health conditions plays accessibility to knowledge empower patients to better un-
a crucial role in reducing the burden on healthcare ser- derstand and manage their health conditions (1).
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Artificial Intelligence in Asthma Education

In recent years, Al has been increasingly utilized in
various domains within the medical field. From early diag-
nosis of diseases to the treatment plans, as well as patient
management and medical research, Al has become a ver-
satile tool in healthcare (2). Al-based advanced language
models have shown great potential in patient education.
These sophisticated models have the capability to answer
patients’ questions, provide information about symp-
toms, and deliver accurate and timely insights on general
health topics. By offering reliable information efficiently,
they help alleviate the burden on healthcare services while

enabling patients to make informed decisions about their
health (3).

A critical challenge in healthcare is patient retention of
medical information. Research shows that patients typi-
cally forget approximately 50% of the information provid-
ed during consultations shortly after their visit (4). Writ-
ten educational materials can effectively address this issue
(5). Providing patients with structured written informa-
tion about their condition—including definitions, causes,
symptoms, diagnostic processes, treatment strategies, and
emergency recommendations—helps transform abstract
medical concepts into tangible and understandable in-
formation. These resources bridge the gap between tech-
nical medical terminology and patient comprehension,
enabling patients to transition from passive recipients to
active participants in managing their health conditions in
collaboration with healthcare providers (6-9).

This approach is particularly significant in the man-
agement of chronic diseases such as asthma, which affects
over 300 million people worldwide. Asthma is character-
ized by heterogeneous and variable respiratory symptoms,
and nonadherence to treatment is often associated with
misunderstandings or forgetting medical instructions (10).
Informed patients who engage in shared decision-making
with their physicians demonstrate an improved quality of
life (11).

Accordingly, this study aims to evaluate the capacity
of Al-based large language models to provide accurate
and reliable information to asthma patients and to con-
tribute to the improvement of patient information texts.
For this purpose, a patient information text generated
by ChatGPT-40 was compared with asthma information
texts available on the website of TNSACI. The comparison

was conducted by specialized physicians based on accu-
racy, comprehensiveness, level of detail, comprehensibil-
ity, consistency, reliability, and overall satisfaction. Addi-
tionally, the readability of the texts was assessed using the
Flesch-Kincaid formulas.

MATERIALS and METHODS
Study Design and Participants

This study involved the evaluation of patient infor-
mation texts generated by Al-based language models by
physicians specializing in Allergy and Clinical Immunol-
ogy, each with at least five years of professional experience.
The Al-generated texts were compared with the existing
information materials available on the official website of
TNSACIL.

Text Generation by ChatGPT-40

ChatGPT-4o0, developed by OpenAl, is a large artificial
intelligence language model capable of performing tasks
such as text generation, language comprehension, and
content creation. In this study, a prompt was developed
through an iterative refinement process. Initially, a basic
prompt requesting asthma patient information was creat-
ed, and through multiple testing cycles, it was progressively
refined to ensure comprehensive and patient-appropriate
content. The final prompt instructed the model to prepare
a detailed and understandable text for asthma patients,
organized under the following headings: general informa-
tion about asthma (definition, etiology, brief pathophysi-
ology), symptoms and signs of asthma, methods used in
the diagnosis of asthma, and treatment and follow-up of
asthma. It emphasized that the informational content,
flow, and readability should allow patients to easily com-
prehend the material, and the depth and quality should be
comparable to standard patient education texts. The final
prompt was: “Prepare a comprehensive, medically accu-
rate, and easily understandable patient information text
about asthma. The text should be structured for patient
education and include the following sections: 1) General
information about asthma (definition, causes, brief patho-
physiology), 2) Symptoms and signs, 3) Diagnosis meth-
ods, 4) Treatment and follow-up. Use clear, plain language
suitable for adult patients. Ensure logical flow, reliability,
and readability comparable to standard patient education
materials prepared by professional organizations.”
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Selection of TNSACI Material

Turkish National Society of Allergy and Clinical Im-
munology is a professional organization that supports
scientific research in the field of allergy and immunology,
raises public awareness, and provides guidance to health-
care professionals and patients. The asthma information
text selected from the TNSACI website was intended to
meet the basic educational needs of asthma patients and
served as the reference standard for comparison. The
TNSACI asthma information text used in this study was
obtained from their publicly accessible website in January
2025. However, the document does not provide informa-
tion about the author(s), date of publication, or referenced
sources.

Evaluation Process

The text generated by ChatGPT-40 was reviewed by
the study researchers to ensure the absence of ethically
questionable statements, biased information, or scien-
tifically unverified content. No issues were identified, and
no modifications were required. For the evaluation, both
texts were presented anonymously via Google Forms (la-
beled neutrally as Text A and Text B) to maintain objectiv-
ity. Participants were unaware of the origin of each text
and were instructed to assess them based on predefined
criteria.

The assessment was conducted using a Likert scale, a
self-report tool that measures the degree of agreement
with specific statements, ranging from 1 (strongly disa-
gree) to 5 (strongly agree) (12). Participants evaluated
the texts on accuracy, comprehensiveness, level of detail,
comprehensibility, consistency, reliability, and overall sat-
isfaction. Additionally, three direct comparison questions
were included regarding comprehensibility, reliability,
and overall preference between the two texts.

Readability Assessment

Readability of the texts was assessed using the Flesch-
Kincaid formula(13), which estimates the education level
required for a reader to understand a text. The formula is
expressed as:

Flesch-Kincaid: 0.39 x (W/S) + 11.8 x (B/W) — 15.59,

where W represents the number of words, S the number
of sentences, and B the number of syllables. Higher scores

indicate easier readability. Both the TNSACI and the AI-
generated texts were evaluated in their original Turkish
language. The Flesch-Kincaid formula, while originally
designed for English, was used as an approximate index to
allow comparative readability assessment.

Statistical Analysis

Statistical analyses were performed using IBM SPSS
Statistics version 25.0 (IBM Corp., Armonk, NY, USA).
Continuous variables are presented as median values with
minimum and maximum ranges, while categorical vari-
ables are expressed as numbers (n) and percentages (%).
Categorical data from Likert scale responses were analyzed
using the Wilcoxon signed-rank test. For direct compari-
son questions, differences in response distributions were
initially evaluated using the chi-square test. Where ap-
plicable, post-hoc pairwise comparisons were conducted
using Fisher’s exact test. A p-value < 0.05 was considered
statistically significant.

Ethical Considerations

The study was approved by the Ethics Committee of
Agr1 Ibrahim Cegen University Hospital (Approval No:
438/28.11.2024). Written informed consent was obtained
online from all participants before the initiation of study
procedures. The study was conducted in accordance with
the principles outlined in the World Medical Association
Declaration of Helsinki.

RESULTS

Twenty-one specialists participated in the study. The
mean age was 38.4 * 4.9 years and mean experience 6.6 +
2.7 years.

Results for the Questions with a Likert Scale

Seven questions were scored using a Likert scale rang-
ing from 1 to 5, and the questions along with the median
scores of the responses are presented in Table I. Physicians
rated both texts as accurate, comprehensive, reliable, and
consistent, with no statistically significant differences be-
tween the two texts in these aspects. However, the Likert
scores for being overly detailed and confusing were sig-
nificantly higher for the TNSACI text (p=0.001, median:
2 for ChatGPT versus 4 for TNSACI). Additionally, the
ChatGPT text was rated significantly higher for compre-
hensibility (p=0.03, median: 4 for ChatGPT versus 3 for
TNSACI). Overall satisfaction was similar for both texts.
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Table I: Comparison of responses to Likert scale questions regarding the Chatgpt-4.0 and TNSACI asthma patient information

texts.
. ChatGPT-40 TNSACI

Evaluation Statement Text* Text*

I believe the content of the text is accurate and error-free. 4 (3-5) 4(1-5) NS
The text addresses the topic in a sufficiently detailed and comprehensive manner. 4 (3-5) 4 (1-5) NS
I think the text is overly detailed and confusing. 2 (1-4) 4 (2-5) 0.001
The text is comprehensible. 4 (3-5) 3 (1-5) 0.003
The information presented in the text is reliable. 4 (3-5) 4 (2-5) NS
The information presented in the text is consistent. 4 (3-5) 4 (2-5) NS
Overall, I am satisfied with the text for asthma patient education. 4 (3-5) 4 (2-5) NS

*Median (min-max)

ChatGPT: Chat Generative Pre-Trained Transformer, TNSACI: Turkish National Society of Allergy and Clinical Immunology

Which text was more comprehensible?

23.8% (n=5)

4.8% (n=1)

14.3% (n=3)

28.6% (n=6)

61.9% (n=13)

I ChatGPT text

Which text was more reliable?

19.0% (n=4)

I TNSACI text

Which text do you prefer overall?

38.1% (n=8)

47.6% (n=10)

4.8% (n=1)

57.1% (n=12)

I Both Il Neither

Figure 1: Results for the direct comparison questions between the TNSACI and ChatGPT text.
ChatGPT: Chat Generative Pre-trained Transformer, TNSACI: Turkish National Society of Allergy and Clinical Immunology

Results for the Direct Comparison Questions
Between the Two Texts

In response to the question “Which text was more
comprehensible?”, the majority of participants (61.9%) in-
dicated that the ChatGPT text was more comprehensible
(Figure 1). Regarding reliability, most participants (47.6%)
found both texts equally reliable, while 28.6% favored the
ChatGPT text. For overall preference, more than half of
the participants (57.1%) preferred the ChatGPT text over
the TNSACI text. Although the overall chi-square test in-
dicated a statistically significant difference in response dis-
tributions, post-hoc pairwise comparisons using Fisher’s
exact test did not reveal significant differences between
individual groups.

Results for Readability Index Analysis

The ChatGPT text included 973 words, with a Flesch-
Kincaid Grade Level of 9.1 and a Flesch Reading Ease
Score of 56.3, indicating a readability level corresponding
to 10th-12th grade (fairly difficult to read). The TNSACI
text contained 1,603 words, with a Flesch-Kincaid Grade
Level of 10.0 and a Flesch Reading Ease Score of 48.5, cor-
responding to a college-level reading difficulty (difficult to
read).

DISCUSSION

In this study, patient information text for asthma from
the TNSACI website and Al-generated text by ChatGPT
were compared by experienced specialist physicians. Both
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texts were found to be similar in terms of accuracy, con-
sistency, and reliability; however, the ChatGPT text was
considered more comprehensible. While both texts were
deemed sufficiently detailed and comprehensive, the
TNSACI text was found to be overly detailed. The Chat-
GPT text was preferred by 57% of the participants. Ac-
cording to Flesch-Kincaid assessments, the ChatGPT text
was easier to read. This research is a valuable addition to
the literature, as it compared pre-existing patient infor-
mation text and Al-generated text, evaluated and scored
by specialized physicians in a semi-blinded manner. The
study highlights the potential of LLMs to assist medical
professionals in generating patient-friendly informational
materials.

In recent years, there has been a growing number of
publications in the medical literature on the use of Al in
patient education. Although studies in this field are meth-
odologically quite heterogeneous, they predominantly
focus on evaluating Al-generated responses to frequent-
ly asked questions about diseases (14-16). Additionally,
there are publications comparing responses from different
AT chatbots and assessing the readability of pre-existing
informational texts that have been restructured by AI (17-
19). However, publications directly comparing pre-exist-
ing informational texts with Al-generated texts remain
limited.

The Likert scale is widely used to evaluate the quality of
information provided by AI (20). Another tool, “Ensuring
Quality Information for Patients” (EQIP), is also valuable
for structured evaluation of a text’s quality, clarity, read-
ability, and usability (21,22). DISCERN was designed to
assess the quality of written informational texts presented
to patients about treatment options and has been used
in evaluating Al-generated texts (23,24). Among these
tools, the Likert scale allows for quantitative measurement
of participants’ subjective opinions regarding predeter-
mined criteria for assessing text quality (12). In a recent
study designed with a methodology similar to ours, a
panel of 10 experts evaluated the responses of AI chatbots
to frequently asked questions about adolescent idiopathic
scoliosis using a Likert scale. The findings indicated that
ChatGPT-4.0 was rated as more satisfactory compared to
ChatGPT-3.5 and Google Bard (25). Due to its ease of ap-
plication and flexibility, which allows researchers to select
specific parameters for evaluation, we chose the Likert
scale for our study.

In allergy and immunology practice, AI chatbots can
significantly contribute by improving patient education,
streamlining diagnostic support, and providing personal-
ized treatment recommendations (26). Considering that
asthma patient education directly impacts treatment suc-
cess, the potential role of Al in this field is not surprising;
however, the literature on this topic remains quite limited.
In a study by Ghozali, questions from the “Asthma Gen-
eral Knowledge Questionnaire for Adults” were posed to
ChatGPT, and the responses were evaluated by three gen-
eral practitioners using a four-level quantitative method.
ChatGPT’s answers were found to be over 90% accurate in
most categories, while the accuracy for medication-relat-
ed questions was 70% (27). In another study, ChatGPT’s
responses to frequently asked questions about asthma
were evaluated by five internal medicine specialists using
a similar four-level evaluation method. The information
was found to be over 80% reliable and over 70% acceptable
(28). In a study by Hej et al,, 26 asthma-related questions
were asked to ChatGPT, and five healthcare professionals
scored the answers on a scale from 1 to 5, representing dif-
ferent levels of accuracy: 1 for very poor with unacceptable
inaccuracies, 2 for poor with minor potentially harmful
inaccuracies, 3 for moderate with potentially misinterpret-
able inaccuracies, 4 for good with only minor non-harm-
ful inaccuracies, and 5 for very good with no inaccuracies.
The majority of the responses (81%) received a score of 4
or higher, while five responses scored 3 or below, indicat-
ing minor but potentially harmful inaccuracies (29). The
researchers concluded that while ChatGPT shows promise
as a helpful assistant, it cannot replace healthcare profes-
sionals.

It is generally recommended that informative medical
texts be written at a sixth to seventh-grade reading level,
and AI can assist in enhancing the readability and under-
standability of such materials (19). With the canvas feature
of ChatGPT, users can now more easily adjust the read-
ability level of any text. In our study, both the TNSACI
text and the Al-generated text had readability levels higher
than the recommended threshold. The higher readability
of the ChatGPT-generated text may be attributed to the
comprehensive prompt designed to match the depth and
structure of the TNSACI material.

This study has several limitations. Firstly although
we provided the AI model with a detailed prompt that
aimed to replicate the depth and comprehensiveness of
the TNSACI text, the resulting content was significantly
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shorter. This discrepancy may have influenced partici-
pants’ perceptions regarding readability and overall pref-
erence in favor of the ChatGPT text, and thus should be
considered a limitation. The difference in word count is
likely due to the fact that the TNSACI text itself was not
provided to the AI model. Instead, the model was asked
to generate a completely original patient information text
from scratch, based on specific educational headings. Our
intention was not to optimize or shorten an existing text,
but to evaluate an independently created Al-generated text.
The fact that the Al-generated text was shorter may also
indicate that the essential information can be delivered in
a more concise and focused manner, without unnecessary
elaboration. Second, since the TNSACI text was publicly
available, complete blinding of the evaluators may not
have been fully achieved, meaning that our study should
be considered semi-blinded. Additionally, although the
sample size of 21 physicians is consistent with previous
studies involving expert evaluations, a formal sample size
calculation was not conducted. This limits the statistical
power and should be taken into account when interpret-
ing the results.

To the best of our knowledge, our study is among the
first to compare Al-generated asthma patient education
texts with pre-existing materials, offering a novel contri-
bution to the literature. Future studies should aim to refine
and standardize methodologies. In light of these findings,
updating existing educational materials holds promise for
improving health literacy and providing better informa-
tion to asthma patients.
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